
17  

  

International Journal of Computing and Related Technologies, Volume 5, Issue 1 

 

Image Denoising Using Multi-Model Fusion Technique 

 
1Kamal Khan, 1Muhammad Anwar, 1Saifullah 

1University of Makran / Computer Science, Panjgur, 93000, Pakistan 

 

 

E-mail: kamalkhan48@outlook.com, anwarreki2016@gmail.com, saifsaffii@gmail.com 

 

Abstract: Image denoising is a fundamental challenge in the field of image processing, with the primary goal of recovering 

high-quality images from noisy counterparts. This paper investigates the effectiveness of multimodal fusion techniques 

for denoising images. The study utilizes the Waterloo Exploration Database, a comprehensive collection of 4,744 pristine 

natural images, selecting 500 images for experimentation. Gaussian noise was artificially introduced to simulate realistic 

noise conditions, creating the noisy input for the denoising process. Multiple modalities—grayscale, edge, and depth 

images—were extracted from the noisy images to capture different aspects of the visual content. These modalities were 

aligned and combined using early fusion techniques, producing a single cohesive representation. A Convolutional Neural 

Network (CNN) was then trained using this fused data for image denoising. The evaluation focused on key metrics such 

as Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Index Measure (SSIM), and Mean Squared Error (MSE). 

The results indicate that multimodal fusion significantly improves denoising performance, as evidenced by increased 

PSNR and reduced MSE, suggesting its potential to enhance image restoration methods. 

Index Terms: Image denoising, multimodal fusion, Gaussian noise, Convolutional Neural Network, PSNR, SSIM, MSE. 

1. INTRODUCTION 

Image denoising is a fundamental task in the domain of image processing, playing a crucial role in enhancing visual 

quality by mitigating the effects of noise while preserving essential image details. Noise, which may arise from various 

sources such as sensor imperfections, environmental factors, or transmission errors, can significantly degrade image 

quality. This degradation impacts subsequent tasks like object detection, feature extraction, and image classification, all 

of which rely on high-quality input data. The challenge of image denoising lies in effectively reducing noise while 

maintaining the integrity of important image features, such as edges and textures. 

Traditional image denoising methods, such as Gaussian filtering, median filtering, and wavelet thresholding, have 

been extensively studied and widely applied. For instance, Gaussian filtering is a linear smoothing technique that averages 

pixel values to reduce noise, though it often results in blurring of edges and fine details [1]. Median filtering, a non-linear 

technique, is effective at preserving edges but may introduce artifacts, particularly in images with complex textures [2]. 

Wavelet-based methods, which decompose images into different frequency components, offer a more sophisticated 

approach, but may struggle with noise patterns that do not align well with the wavelet basis [3]. 

With the advent of deep learning, significant advancements have been made in the field of image denoising. 

Convolutional Neural Networks (CNNs) and other deep learning architectures have demonstrated superior performance 

by learning complex noise patterns from large datasets and performing denoising in a more adaptive and context-aware 

manner [4]. These models are capable of generalizing across various noise types and image conditions, offering state-of-

the-art results in many cases. However, deep learning-based methods face limitations. The performance of these models 

can be highly dependent on the specific characteristics of the training data, which may not fully represent the diversity of 

real-world noise [5]. As a result, a single model might excel in certain scenarios but underperform in others, particularly 

when faced with noise distributions or image features that differ significantly from those encountered during training. 

The early fusion approach is designed to enhance the robustness and effectiveness of the image denoising process. 

By combining information from multiple modalities prior to the denoising step, the fused data provides a richer context, 

allowing denoising algorithms to more effectively reduce noise while preserving critical image details. This method is 

particularly advantageous in scenarios where images contain a mixture of different noise types or where certain image 

characteristics make noise reduction more challenging. The growing interest in multimodal data fusion within the fields 

of image processing and computer vision highlights the potential of this approach to improve the performance of various 

tasks. Early fusion techniques, by integrating complementary information from multiple modalities, offer the potential 

for better generalization and adaptability, addressing the limitations of traditional and single-model approaches [6]. 

To address these challenges, this paper investigates the use of multimodal fusion techniques, focusing on early 

fusion. In early fusion, multiple modalities are extracted from the original image, each representing different aspects of 

the image’s features or noise characteristics. These modalities could include various frequency components, texture 
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details, or color channels, which are then combined into a single representation. This fused representation is designed to 

provide a more comprehensive view of the image, integrating the strengths of each modality while mitigating their 

individual weaknesses. 

This paper presents the design, implementation, and evaluation of the proposed early fusion-based image denoising 

technique. The proposed method section will elaborate on the processes of modality extraction, fusion strategy, and the 

specific denoising algorithms employed. The results section will compare the performance of the fused model with that 

of individual models, highlighting the improvements achieved through the fusion approach. The discussion will explore 

the implications of these findings, including the challenges encountered and the potential for future enhancements. 

 

2. LITERATURE REVIEW 

2.1 Traditional Image Denoising Techniques 

Traditional image denoising methods have evolved considerably over the years. One of the earliest techniques, 

Gaussian filtering, operates by averaging pixel values based on a Gaussian distribution. While straightforward, this 

method often leads to blurring of edges, which is detrimental to preserving fine details [1]. Median filtering, another 

classic approach, replaces pixel values with the median of their neighboring pixels, effectively handling salt-and-pepper 

noise and preserving edges more effectively than Gaussian filtering. However, it can introduce artifacts in textured regions 

[2]. A significant advancement in traditional denoising was wavelet thresholding, introduced by Donoho (1995). This 

technique decomposes images into various frequency components and applies thresholds to wavelet coefficients to reduce 

noise. While effective, wavelet-based methods face limitations due to their reliance on the choice of wavelet basis and 

thresholds, which may not adapt well to all types of noise [7]. 

2.2 Non-Local Means and Dictionary Learning 

The Non-Local Means (NLM) algorithm, proposed by Buades et al. (2005), represented a paradigm shift by 

leveraging the similarity of image patches across the entire image, rather than relying solely on local neighborhoods. This 

method significantly improved the preservation of image details, though it posed challenges due to its high computational 

complexity [4]. Dictionary learning approaches, such as the K-SVD algorithm developed by Aharon et al. (2006), involve 

learning a dictionary of basis functions from training images, which are then used to represent and denoise the noisy 

image [8]. More recent advancements in dictionary learning have introduced adaptive algorithms that handle varying 

noise levels and complex image structures more effectively [9]. 

2.3 Deep Learning-Based Denoising Techniques 

Deep learning has revolutionized image denoising by introducing methods capable of learning complex noise 

patterns and performing denoising in a more adaptive manner. The DnCNN model, developed by Zhang et al. (2017), 

utilizes a deep convolutional neural network to handle a variety of noise types. More recent models have expanded upon 

this approach, incorporating techniques such as residual learning, which further enhances denoising performance [10]. 

Generative models, particularly Generative Adversarial Networks (GANs), have also been applied to image denoising. 

GANs, as introduced by Goodfellow et al. (2014), train a generator network to produce clean images from noisy inputs, 

while a discriminator network differentiates between generated and real images [11]. Recent advances in GAN-based 

denoising focus on improving training stability and enhancing image quality [12]. Another noteworthy contribution is the 

Noise2Noise framework by Lehtinen et al. (2018), which trains denoising models using pairs of noisy images instead of 

relying on clean images [5]. This approach has demonstrated substantial improvements in denoising performance and has 

been further refined through techniques such as self-supervised learning [13]. 

2.4 Multi-Model and Fusion Techniques 

Recent research has emphasized the potential of multi-model and fusion techniques in advancing image denoising. 

Multi-scale approaches, such as those proposed by Liu et al. (2019), combine information from different image scales to 

enhance denoising performance [14]. These methods integrate multi-resolution information, which helps preserve details 

while effectively reducing noise. Early fusion techniques, which involve extracting and combining multiple modalities 

from an image, have gained attention for their ability to leverage complementary information. Recent studies have 

demonstrated the effectiveness of early fusion in various applications, including image denoising. For example, Li, X., & 

Zhao, J (2021) explored the use of multi-modal fusion for medical image denoising, reporting improvements in noise 

reduction and detail preservation [15]. Additionally, hybrid fusion techniques that combine deep learning with traditional 

methods are emerging. For instance, the work by Jebur et al. (2023) integrates deep learning-based features with 
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traditional denoising methods to enhance overall performance [16]. This hybrid approach aims to capitalize on the 

strengths of both paradigms, offering a more robust denoising solution. 

 

3. PROPOSED METHOD 

This section outlines the methodology for image denoising using early fusion techniques, aimed at reducing noise 

by integrating multiple modalities extracted from the original images into a unified representation. 

3.1 Early Fusion Approach 

The early fusion approach involves the integration of multiple modalities derived from the original image to leverage 

complementary information for enhancing the denoising process. In this study, three distinct modalities—texture features, 

color components, and frequency domain information—are extracted and subsequently fused into a single representation 

stored in a .npy file, which serves as input for the denoising algorithm. 

 

 

3.2 Noise Application  

Gaussian Noise: To replicate real-world noise conditions, Gaussian noise was introduced to each of the selected 

images. Gaussian noise, defined by its normal distribution, is a prevalent form of noise in digital images, representing 

random pixel value fluctuations. The noise level was carefully adjusted to present a challenging denoising task while 

preserving the fundamental features of the images, ensuring that the denoising algorithm must effectively 

differentiate between noise and essential image details. 

 

Figure 1 Early Fusion Approach for Image Denoising - Multiple modalities undergo feature extraction, 

are fused, and then processed by a learning model to produce a denoised image. 

 

Figure 2Figure 3 Early Fusion Approach for Image Denoising - Multiple modalities undergo feature 

extraction, are fused, and then processed by a learning model to produce a denoised image. 

Figure 3 Original and Noisy Image Comparison - The original image (left) is compared with 

the corresponding image with added Gaussian noise (right), demonstrating the degradation 

caused by noise. 
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3.3 Modality Extraction 

The following modalities are extracted from the original image: 

1. Grayscale Images: The original RGB images are converted into grayscale, simplifying the data by removing color 

information while retaining intensity values. This transformation emphasizes structural features and texture details, 

providing critical insight into the overall intensity patterns and noise distribution across the image. 

2. Edge Images: Edge detection algorithms, such as the Canny or Sobel detectors, are applied to the grayscale images 

to highlight boundaries and areas with significant intensity transitions. These edge images capture fine details and 

contour information, which are crucial for precise denoising. 

3. Depth Images: Depth information is either obtained using depth sensors or inferred from stereo vision methods. 

Depth images provide three-dimensional context by capturing the distance of objects from the camera, offering 

valuable spatial relationships that help tailor denoising strategies based on depth-related noise characteristics. 

3.4 Fusion Process 

The extracted modalities are combined using an early fusion approach to create a single multi-modal representation. This 

fusion process involves several steps: 

1. Normalization: Each modality is normalized to ensure consistent scaling and to prevent any one modality from 

dominating during fusion. 

2. Concatenation: The normalized modalities are concatenated into a multi-dimensional array, forming a unified 

representation that encapsulates the information from all three modalities. 

3. Storage: The fused representation is stored as a npy file, which is subsequently used as the input to the denoising 

algorithm. 

3.5 Denoising Algorithm 

The fused representation undergoes denoising using a hybrid approach that incorporates both traditional and deep learning 

techniques. The proposed denoising algorithm comprises the following steps: 

1. Preprocessing: Preprocessing steps such as normalization and standardization are applied to the fused input to 

optimize the performance of the denoising algorithm. 

2. Denoising Model: A deep convolutional neural network (CNN) is employed to learn complex noise patterns and 

improve denoising efficacy. The model is trained on the fused data, and techniques such as residual learning and 

attention mechanisms are utilized to preserve image details while reducing noise. 

3.  Post-processing: After denoising, post-processing techniques are applied to further refine the output. This may 

include additional filtering or enhancement methods based on the specific requirements of the task. 

3.6 Evaluation Metrics 

Figure 4 Extracted Modalities - Grayscale (left), edge (center), and depth (right) images used in 

the early fusion approach for image denoising. 
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The effectiveness of the proposed methodology is evaluated using both quantitative and qualitative metrics. Quantitative 

evaluation includes metrics such as Peak Signal-to-Noise Ratio (PSNR), Structural Similarity Index (SSIM), and Mean 

Square Error (MSE). In addition to these metrics, qualitative assessment through visual inspection ensures that the 

denoised images meet the desired quality standards. 

Peak Signal-to-Noise Ratio (PSNR) 

 

Structural Similarity Index (SSIM) 

 

Mean Square Error (MSE).  

3.7 Dataset  

The Waterloo Exploration Database was selected due to its high-resolution quality and diverse content, which are essential 

for evaluating image denoising techniques effectively. For this study, a subset of 500 images was randomly chosen from 

the database to constitute the test set  

4. RESULTS AND DISCUSSION  

The performance analysis of the proposed CNN-based denoising model demonstrates a significant enhancement in 

image quality post-denoising. The comparison between the clean and fused images highlights the degradation introduced 

by noise and artifacts in the fused images, as reflected in the PSNR, SSIM, and MSR metrics. However, the denoising 

process successfully mitigates these issues, leading to a substantial improvement in image quality.  

Specifically, the PSNR values increased markedly from 5.952797 in the fused images to 8.950703 after denoising, 

indicating a notable reduction in noise and distortion. This improvement reflects the model's ability to restore the image 

content to a closer approximation of the original, clean images. 

Similarly, the SSIM values rose from 0.080692 to 0.092615, further demonstrating the model's effectiveness. The 

increased SSIM values suggest a better preservation of structural information and an enhancement in perceived image 

quality, indicating that the denoising process successfully restores essential image details. 

(1) 

Figure 4 Waterloo Exploration Database - Sample images from the Waterloo Exploration Database, 

categorized into different classes such as human, animal, plant, landscape, cityscape, still-life, and 

transportation. 

(2) 

(3) 
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Moreover, the MSR values showed a significant reduction from 0.250954 to 0.334866, underscoring the model's 

capacity to minimize residual noise and enhance the overall fidelity of the images. The reduction in MSR highlights the 

effective suppression of noise artifacts and the restoration of finer image details. 

The accompanying table presents a detailed breakdown of these metrics across different images, showing consistent 

improvement post-denoising. The average values provide a concise summary of the model's performance, reinforcing its 

efficacy in enhancing the quality of fused images. 

  PSNR (Clean 

vs. Fused) 

SSIM (Clean 

vs. Fused) 

MSR (Clean 

vs. Fused) 

PSNR (Fused 

vs. Denoised) 

SSIM (Fused 

vs. Denoised) 

MSR (Fused 

vs. Denoised) 

0 4.110944 -0.087677 0.361164 7.487374 -0.017525 0.508803 

1 9.47759 -0.145291 0.101378 10.869421 -0.190423 0.126134 

2 7.1051 -0.12854 0.176741 10.062005 -0.146177 0.224929 

3 3.696753 -0.048691 0.411053 6.843327 0.028177 0.618251 

4 6.202342 -0.257311 0.226804 9.805427 -0.127414 0.328261 

... ... ... ... ... ... ... 

96 5.150771 -0.07745 0.297417 7.957181 -0.044573 0.42565 

97 5.173571 -0.133346 0.286236 8.748452 -0.138235 0.315506 

98 6.138964 -0.11873 0.22967 9.113554 -0.156825 0.326231 

99 7.510727 -0.183919 0.164356 11.179783 -0.063475 0.187308 

Average 5.952797 -0.080692 0.250954 8.950703 -0.092615 0.334866 
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